Proceedings of PAC09, Vancouver, BC, Canada

FRSPFP065

THE OBJECT ORIENTED PARALLEL ACCELERATOR LIBRARY
(OPAL)

A. Adelmann, S. Binder, Ch. Kraus,
Y . Ineichen, T. Schietinger, Paul Scherrer Institut, CH-5234 Villigen, Switzerland
S. Russel, Los Alamos National Laboratory, Los Alamos, NM 87545,
J.J. Yang China Institute of Atomic Energy, Beijing, 102413, China

Abstract

OPAL (Object Oriented Parallel Accelerator Library)
is a tool for charged-particle optics calculations in accel-
erator structures and beam lines including space charge,
short range wake-fields and coherent synchrotron radiation.
Built from first principles as a parallel application, OPAL
admits simulations of any scale, from the laptop to the
largest high performance computing (HPC) clusters avail-
able today. Simulations, in particular HPC simulations,
form the third pillar of science, complementing theory and
experiment. In this paper we present numerical and HPC
capabilities such as fast direct and iterative solvers together
with timings for OPAL production runs. The application
of OPAL to our PSI-XFEL project will demonstrate the
versatile capabilities OPAL. Plans for future developments
will be discussed.

AIM OF OPAL

OPAL [4] is a tool for charged-particle optics calcula-
tions in accelerator structures and beam lines. Using the
MAD language with extensions, OPAL is derived from
MADOP [2] and is based on the CLASSIC [1] class library,
which was started in 1995 by an international collabora-
tion. P2 L (Independent Parallel Particle Layer) [3] is the
framework which provides parallel particles and fields us-
ing a data parallel ansatz. OPAL is built from the ground
up as a parallel application exemplifying the fact that HPC
is the third leg of science, complementing theory and the
experiment. HPC is made possible now through the in-
creasingly sophisticated mathematical models and evolv-
ing computer power available on the desktop and in super
computer centers. The OPAL framework makes it easy to
add new features in the form of new C++ classes. OPAL
in the latest version (1.1.5) comes in the following fla-
vors: OPAL-CcYCL and OPAL-T . OPAL-T tracks par-
ticles with time as independent variable and can be used
to model beam lines, dc guns, photo guns and complete
XFEL’s excluding the undulator. Collective effects such as
space charge (3D solver), coherent synchrotron radiation
(1D solver) and longitudinal and transverse wake fields are
considered. When comparing simulation results to mea-
sured data, collimators (at the moment without secondary
effects) and pepper pot elements are important devices.

OPAL-cycCL is a flavor of OPAL-T and tracks parti-
cles with 3D space charge including neighboring turns in
cyclotrons, with time as the independent variable. Both
flavors can be used in sequence, hence full start-to-end cy-
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clotron simulations are possible.

ARCHITECTURE
A Layered Software Architecture

OPAL is based on several external frameworks, it is ob-
ject oriented, and follows the ideas of design pattern [6].
The data parallel ansatz is provided by I P? L (Independent
Parallel Particle Layer), the particle accelerator physics is
encapsulated in CLASSIC (Class Library for Accelerator
Simulation System and Control). The parallel I/O is based
on H5PART [7] derived from parallel HDF5. Linear solvers
(CG and AMG) are provided by Trilinos [8]. Figure 1
presents a more detailed view into the complex architec-
ture of OPAL.
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Figure 1: The OPAL software structure

Basic Equations

In XFEL’s, cyclotrons and beam lines under considera-
tion, the collision between particles can be neglected be-
cause typical bunch densities are low. In the time domain,
the general equations of motion of charged particles in an
electromagnetic field can be expressed by

dp(t)

TZCI(CEXB‘*‘E% (D

where my, g, are rest mass, charge, relativistic factor,
p = mocyB momentum of a particle respectively, ¢ speed
of light, 8 = (S, By, 8-) normalized velocity vector. In
general the electric and magnetic vector fields which de-
pend on the time (¢) and the position (x) are written in ab-
breviated formas B and E .

In the absence of collisions, the evolution of the beam’s
distribution function f(x,c3,t) can be expressed by a
collision-less Vlasov equation:

df
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where E and B include both external applied fields, space
charge fields and other collective effects such as geometric
and coherent synchrotron wake fields

E = Eext + Esc + Ewake7
B = Bext + Bsc + Bwake- (3)

The external electromagnetic fields are given by means of
field maps or by analytic models.

The space charge fields can be obtained by a quasi-static
approximation. In this approach, the relative motion of the
particles is non-relativistic in the beam rest frame, such that
the self-induced magnetic field can be neglected. The elec-
tric field is computed by solving Poisson equation

Vo) = -2 o)
€0
where ¢ and p are the electrostatic potential and the spatial
charge density in the beam rest frame. The electric field can
then be calculated using E = —V ¢. It is then transformed
back to the lab frame by means of a Lorentz transforma-
tion yielding both the electric and the magnetic fields as
required in Eq. (3).
The combination of Eq.(2) and Eq. (4) constitutes the
Vlasov-Poisson system. In the following, we describe the
methods of solving these equations using PIC methods.

A Direct FFT Based Poisson Solver

In our implementation of the PIC method, firstly a rect-
angular 3D grid containing all particles is constructed.
Subsequently, the charges are interpolated onto the grid
points. Then the discretized Poisson equation is solved on
the grid to obtain the scalar field at the grid points. The
electric field is calculated on the grid and interpolated back
on to the positions of the particles .

In OPAL the discretized Poisson equation is either
solved by a combination of a Green function and FFT or
by a conjugate gradient algorithm, preconditioned with al-
gebraic multi-grid using smoothed aggregation (SA-AMG
PCQG). This 3D solver has the unique capability to include
the exact boundary geometry.

In 3D Cartesian coordinates, the solution of the Poisson
equation at point x can be expressed by

1
47T€0

o(x) = / Gl X)pxx)dx  (5)

with G the 3D Green function

Gl x) = —— ©)

(x —x/)2

assuming open boundary conditions. The typical steps of
calculating space charge fields using the Hockney’s FFT
algorithm is sketched in Algorithm 1, where the quantities
with superscript D (discrete) refer to grid quantities.

The image charge of a beam near a cathode is not neg-
ligible, hence open boundary conditions are not justified
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Algorithm 1 3D Space Charge Calculation
1: procedure 3DSpaceCharge(In: p, G, Out: E,.,B.)
2: Create 3D rectangular grid which contains all particles,
3: Interpolate the charge ¢ of each macro-particle to
nearby mesh points to obtain p?,
4: Lorentz transformation to obtain p” in the beam rest
frame Speam, R
FFT pP and G* to obtain p5” and GP, R
Determine ¢ on the grid using ¢© = p? - GP,
Use FFT—! of $? to obtain ¢2,
Compute EP = —V¢P,
Interpolate E at the particle positions x from E”,
10: Perform Lorentz back transform to obtain Eg. and B,
in frame Sjoca1 and transform back to Siap.
11: end procedure

R A

in such a case. To find the space-charge forces on the
beam from the image charge by the standard Green func-
tion method, we need to solve the Poisson equation with
a computational domain containing both the image charge
and the beam. We are using a shifted-Green function [5]
technique in order to efficiently compute the correct poten-
tial at the cathode. With this technique, the FFT is used to
calculate the cyclic convolution and the previous algorithm
can be used to calculate the potential in the shifted field
domain.

At emission from a dc gun, or when calculating neigh-
boring turns in a cyclotron, the electrostatic approximation
is not valid anymore. To overcome this problem we divide
the beam into n energy bins. The space charge solve step,
has now n separate Lorentz transformations.

Parallel Scalability

Typical timings for a production run setup of OPAL are
shown in Figure 2 on a Cray XT3. In this test, 1 million
particles (Gaussian distributed) are used to track 200 time
steps in the PSI InjectorIl cyclotron. The grid size is
64 x 64 x 64 which is decomposed onto a two dimensional
grid of processors. All the intermediate phase space data
is dumped into a single H5PART file. The dynamic load
balancing frequency as well as the phase space dumping
frequency are set to modulo 10 of the time step. The com-
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Figure 2: Wall time as a function of processors for a pro-
duction run setup
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putational kernels of OPAL scales very well up to several
thousands of processors and will be discussed in detail in
forthcoming papers.

APPLICATIONS
Code Benchmarking

We have carefully benchmarked the code against
IMPACT-T and found very good agreement. The following
elements where compared: emission including energy bin-
ning, standing and traveling wave structures, quadrupole
and solenoid. The Figure 4 is representative for the bench-
marks and show remarkable agreement by considering 1D
coherent synchrotron radiation in a C-shaped compressor
as been foreseen in the PSI-XFEL.
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Figure 3: In a C-shaped compressor, the z-component of
the electric field of a CSR-Wake and the corresponding 1D
line density is shown.

The PSI-XFEL low-emittance electron source

OPAL is currently being used to model the low-
emittance electron source test stand developed and oper-
ated in the context of the PSI-XFEL project [9]. The elec-
tron gun consists of an adjustable diode configuration sub-
ject to pulses of 250 ns (FWHM) with amplitude up to
500 kV from an air-core transformer-based high-voltage
pulser. The facility allows high gradient tests with differ-
ent cathode configurations and emission processes (pulsed
field emission and photo emission). In the first stage, the
beamline consisted of focusing solenoids followed by an
emittance monitor. In Fig. 4 we show selected beam char-
acterization measurements from photo cathode operation
driven by a 266 nm UV laser system delivering 4 uJ en-
ergy during 6.5 ps (RMS), resulting in electron bunches
of about 20 pC charge, in comparison to the results of an
OPAL simulation of the same setup. The beam sizes are
measured with YAG screens, the emittances are estimated
with the pepper-pot method (see Ref. [9] for details).

The simulation models the collimating effect of the 1.5
mm diameter anode iris. It does not take into account the
thermal emittance at the cathode, which may explain the
somewhat higher experimental values.

The test facility has recently been upgraded with a two-
cell RF cavity accelerating the electrons to an energy of up
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to 5 MeV. The upgrade includes various additional diagnos-
tic elements, in particular an energy spectrometer, which
allows validation of OPAL tracking in the longitudinal di-
rection.
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Figure 4: Comparison of OPAL simulation results (solid
and dashed lines) with measurements (points with error
bars). Note that the simulated emittance does not include
contributions due to thermal emittance at the cathode.

FUTURE PLANS

Including two more flavors: 1) OPAL-MAP will track
particles with 3D space charge using split operator tech-
niques, and is a proper superset of MADIP [2], and 2) a lin-
ear space charge mode will become available allowing the
user to track moments of the distribution. Ongoing devel-
opments towards a 3D finite element time domain Maxwell
solver for large structures and simulation capabilities for
3D synchrotron radiation will be included in the more dis-
tant future.

This work was partially performed on the Cray XT3 at
Swiss National Supercomputing Center (CSCS) within the
“Horizon” collaboration.
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