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Abstract
The present study focuses on the beam line optimization

from the heavy-ion synchrotron SIS18 to the HADES ex-
periment. BOBYQA (Bound Optimization BY Quadratic
Approximation) solves bound constrained optimization prob-
lems without using derivatives of the objective function. The
Bayesian optimization is another strategy for global opti-
mization of costly, noisy functions without using derivatives.
A python programming interface to MADX allow the use
of the python implementation of BOBYQA and Bayesian
method. This gave the possibility to use tracking simulation
with MADX to determine the loss budget for each lattice set-
ting during the optimization and compare both optimization
methods.

INTRODUCTION
FAIR—the Facility for Antiproton and Ion Research will

provide antiproton and ion beams of unprecedented inten-
sities as well as qualities to drive forefront heavy ion and
antimatter research [1]. The complexity of the FAIR facility
demands a high level of automation to keep anticipated man-
power requirements within acceptable levels, as shown in [2].
An example of complexity is the High Energy Beam Trans-
port System (HEBT) of FAIR which forms a complex system
connecting among other things seven storage rings and ex-
periment caves and has a total length of 2350 metres [3]. A
similar and current optimization problem is the beam line
from the heavy-ion synchrotron SIS18 to the HADES ex-
periment. This beam line is part of the high-energy beam
transport system of the existing GSI facility called HEST.
The HADES beam line is over 150-meter-long and contains
22 focusing quadrupoles as well as 11 steers magnets. The
aim of the optimization has been to minimize the beam loss
along the transport and reach simultaneous a small focused
beam at the experiment target.
An automatized machine based optimization with

derivative-free algorithms may improve the time for opti-
mization and control of beam lines, if a model-driven opti-
mization is not sufficient. The HADES experiment requires
a slow extracted beam form the SIS18, therefore an online
evaluation of beam line must be low as possible and addi-
tionally not exceed boundary conditions by machine and
radiation protection. BOBYQA and Bayesian optimization
are for engineering problems know to be rapid convergence
derivative-free algorithms. Therefore, a comparison study
between has been carried out to determine the fastest algo-
rithms of both.
The optimization of the parameters for the SIS18 multi-

turn-injection (MTI) using a genetic algorithm has already
been simulated and has been successfully demonstrated ex-

∗ s.appel@gsi.de

perimentally at the CRYRING@ESR [4–6]. The nature-
inspired optimization has potential to reduce the manpower
requirements and variations of quality performance due to
the manual procedure. These algorithms are stable, but typi-
cally require many evaluation.
In many real-life problems, multi-quantities - as well as

for the HADES beam line - have to be optimized. In addition,
these quantities can be contradicting and there is more than
one equally valid solution. These solutions form a so-called
Pareto front (PA front) in the solution space. A solution is
Pareto optimal if it is not dominated by any other solution.
By using a non-dominated selection algorithm one tries to
find solutions near the optimal Pareto set [7]. Genetic algo-
rithms allow multi-objective optimization, whereby usually
derivative-free algorithms do not enable this. Therefore, a
weighting factor approach is used for multi-objective reduc-
tion and the composite objective function is than optimized.
The composite objective function is constructed from a set
of individual objective functions using a user-specified set
of weighting factors. The higher the weighting factor, the
more dominant a particular objective function will be in the
optimization process.

DERIVATIVE-FREE ALGORITHMS
Bound Optimization By Quadratic Approximation

(BOBYQA) is a deterministic method and widely used
for engineering problems. The Bayesian method follow a
stochastic (probabilistic) approach and is therefore a non-
deterministic method. Deterministic methods typically re-
quire fewer executions of an experiment than is the case
with non-deterministic procedures. In particular, they work
demonstrably efficiently when good initial values are avail-
able, such as empirical values of previous operating param-
eters [8]. Nevertheless, for online accelerator optimization
the probabilistic Bayesian method has been demonstrated as
powerful [9].

BOBYQA Optimization
BOBYQA is a bound constrained optimization for find-

ing a minimum of a function without using derivatives of
the objective function proposed by Michael J. D. Powell in
2009. Each iteration employs a quadratic approximation of
optimization function by using trust regions [10]. Quadratic
models of objective functions are highly useful in many
optimization algorithms. They are updated regularly to in-
clude new information about the objective function, such
as the difference between two gradient vectors. An online
algorithm needs to be aware of the noise and take action
more cautiously [11]. Py-BOBYQA is an open-source and
user-friendly python implementation of BOBYQAwhich im-
plements robustness to noise strategies by introducing a new
adaptive measure of accuracy for the data profiles of noisy
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Figure 1: The beam line from SIS18 to the HADES experiment is 156 meter long and contains several quadrupoles (red),
dipol magnets (blue) and steers magnets (black). Possible loss areas are visible for the horizontal (top) and vertical (middle)
beam envelope. The loss along the beam line is shown in logarithmic scale (below) for previous and an optimized setting.

functions that strikes a balance between measuring the true
and the noisy objective improvement. Py-BOBYQA is par-
ticularly useful when evaluations of the objective function
are expensive and/or noisy. Py-BOBYQA is a site-package
of the DFO-LS software for derivative-free optimization
for nonlinear Least-Squares problems with optional bound
constraints [12].

Bayesian Optimization
The Bayesian optimization is another strategy for global

optimization of costly, noisy functions without using deriva-
tives. Bayesian optimization has been developed for the
drilling industry and has recently become popular for train-
ing expensive machine-learning models. During a Bayesian
optimization, a probabilistic model of optimization function
is construed and then exploits this model to make decisions,
where to evaluate the function next. This results in a pro-
cedure that can find the minimum of difficult non-convex
functions with relatively few evaluations, at the cost of per-
forming more computation to determine the next point to
try [13]. Two major assumptions have to made for perform-
ing a Bayesian optimization. The Gaussian process prior,
the first assumption, will express estimation about the op-
timization function. The second assumption is the chosen
acquisition function. The acquisition function defined from
the Gaussian surrogate model, where to evaluate the function

next [14]. The BayesianOptimization is a Python implemen-
tation of global optimization with Gaussian processes [15].

OPTIMIZATION OF HADES BEAM LINE
A comparison study between BOBYQA and Bayesian

optimization with tracking simulation has been carried out,
to allow a decision which of the two methods is better suited
for an online optimization for beam lines. Another compar-
ison study between genetic algorithms, BOBYQA and the
Powell’s method showed that BOBYQA is the better studied
algorithms for beam line optimization [16]. A python pro-
gramming interface to MADX allow the use of the python
implementation of BOBYQA and Bayesian optimization.
This gave the possibility to use tracking simulation with
MADX [17] to determine the loss budget for each lattice
setting during the optimization. The HADES experiment
requires a small focused beam and high beam intensity on
target. Due to radiation protection reason the loss along
the HADES beam line must be low as possible. For the
simultaneous optimization of beam loss and focused beam,
a high weighing of 0.9 for beam loss and an equal weighing
factor of 0.05 for the vertical and horizontal beta-function
has been applied. Figure 1 show an optimized horizontal
and vertical envelope obtain with the BOBYQA algorithms.
The optimized loss patterns along the beam line is shown
together with the previous one. BOBYQA found a solution
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Figure 2: Comparison between BOBYQA and Bayesian optimization. Right: A violin plot of the achieved minimum;
Middle: A violin plot of needed evaluation steps; Left: Difference of the achieved minimum.

Figure 3: Convergence plot for four selected optimization cases, which are indicated in red on the left plot of Figure 2.

where low loss after s=100 m is reached, whereby a large
horizontal envelope at s=75 m has to be accepted. The op-
timized setting reach in addition a slightly smaller focused
beam at the target.
As BOBYQA and Bayesian optimization are constrained

optimization techniques, the upper and under bounds has
been specified form the know adequate quadruples strength
with ±20%. The initial values for both optimization algo-
rithms have been generated randomly in this bound. For the
comparison studies, only a part of the beam line elements
(up to second dipol magnets, in total 7 elements) have been
varied by the optimization algorithms for fast convergence.
This has been sufficient to find a much better optimum, as
an optimization with all beam line elements has not found
better solutions. Figure 2 show the comparison between
BOBYQA and Bayesian optimization. Figure 3 show con-
vergence plots for four selected optimization case, which
are indicated in red on the left plot of Figure 2. The python
BayesianOptimization implementation is often outperform
from the Py-BOBYQA for the HADES beam line optimiza-
tion. Py-BOBYQA found more often a lower minimum of the
composite objective function, whereby few more evaluation
steps were necessary. The BOBYQA algorithms is able in
round of 40 - 50 evaluation steps to minimize of the beam

loss and reach simultaneous a small focused beam at the
experiment target. This mean, for long slow extraction time
for the HADES experiment of 10 s, an online optimization
could be carry out in round 10 minutes.

CONCLUSION AND OUTLOOK
A python programming interface to MADX has been de-

veloped and used together with derivative-free algorithm
to optimize the HADES beam line. To allow simultaneous
minimization of the beam loss and a small focused beam at
the experiment target a weighting factor approach for multi-
objective reduction has been used. An optimized HADES
optic has been found and an experimental proof of this re-
sult is planned. A comparison study between BOBYQA
and Bayesian optimization has been carried out. The Py-
BOBYQA seems better studied for online optimization of
beam lines as good initial values are available, a faction of
the beam line elements are optimized and external boundary
conditions is not an issue. As next step, external bound-
ary conditions like machine and radiation protection as to
be taken into account. Such an optimization problem pre-
fer must likely the adaptive and safe Bayesian optimization
from [18]. The so called SafeOp guaranteed that the perfor-
mance of the system never falls below a critical value.
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