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LARGE-SCALE SIMULATION OF BEAM DYNAMICS IN HIGH
INTENSITY ION LINACS USING PARALLEL SUPERCOMPUTERS *

Robert D. Ryne and Ji Qiang, LANL, Los Alamos, NM 87545, USA

Abstract tion can be described by Hamilton's equations,
In this paper we present results of using parallel supercom- dq _ a_H, dp _ _a_H, (1)
puters to simulate beam dynamics in next-generation high dt  op dt oq

intensity ion linacs. Our approach uses a three-dimensionghere H (g, 5, t) denotes the Hamiltonian of the system,
space charge calculation with six types of boundary cornd wherej and 5 denote canonical coordinates and mo-
ditions. The simulations use a hybl’ld approach inVO|Ving'|enta, respective|y_ In the |anguage‘mﬂppinggve would
transfer maps to treat externally applied fields (includingay that there is a (generally nonlinear) mag, corre-

rf cavities) and parallel particle-in-cell techniques to treaponding to the Hamiltonia#/, which maps initial phase

the space-charge fields. The large-scale simulation resulfsace variables;’, into final variables¢/, and we write
presented here represent a three order of magnitude im- o = M @

provement in simulation capability, in terms of problem
size and speed of execution, compared with typical twoFhe potential in the Hamiltonian includes contributions
dimensional serial simulations. Specific examples will bérom both the external fields and the space-charge fields. In
presented, including simulation of the spallation neutrothe Poisson-Vlasov approach, discreteness effects are ne-
source (SNS) linac and the Low Energy Demonstrator Agglected and the space charge is represented by a smoothly

celerator (LEDA) beam halo experiment. varying mean field. Typically, the Hamiltonian can be writ-
ten as a sum of two parté] = H.,; + H,., which corre-
1 INTRODUCTION spond to the external andage-charge contributions. Such

a situation is ideally suited to multi-map symplectic split-
The high intensity of future accelerator-driven system@pPerator methods [4]. A second-ordggeurate algorithm
places stringent requirements on the allowed beam lod8r @ Single step is given by
since very small fract.ional losses at h'igh energy can pro- M(1) = My (1/2) Ma(1) M1(1/2), (3)
duce unacceptably high levels of radioactivity. Previous h q h i is th q
studies suggest that the low density, large amplitude haf"erer enotes t gstep sizéd, is the map correspond-
of the beam is a major issue for these systerns [1 2, 319 10 Hear andM: is the map corresponding #8;... This
Large-scale simulations are an important tool for exploringPProach can be easily generalized to higher order accuracy
the beam dynamics, predicting the beam halo, and facilit _smhg Yoslhldas scheme Ilf desired [5].I 4 by th
ing design decisions aimed at controlling particle loss and The e ect.rostayc scaiar potenng ger!erate' y t. c
meeting operational requirements. charged particles is obtained by solving Poisson’s equation

The most widely used model for simulating intense V2U(r) = —p(r)/eo. (4)

beams in ion rf linacs is represented by the POiSSOQ\?herep is the charge density. We have developed a

ylasov equan'ons. These equations are.often solved YS5urier-based transformation and an eigenfunction expan-
ing a particle-in-cell (PIC) approach. In this paper we will

q ib lel simulati bility that bi thsion method to handle six different boundary conditions:
escribe a paraliel simulation capability that combines ) open in all three dimensions; (2) open transversely and

PIC method with techniques from magnetic optics, and w eriodic longitudinally; (3,4) round conducting pipe trans-

will present results .Of u;ing pgrallel §upercomputers tosi versely and open or periodic longitudinally; (5,6) rectangu-
ulate beam dynamics in high intensity ion rf linacs. lar conducting pipe transversely and open or periodic lon-
gitudinally. A discussion of the numerical algorithms for
2 PHYSICAL MODEL AND solving the Poisson’s equation with these different bound-
NUMERICAL METHODS ary conditions can be found im[8].
The charge density on the grid is obtained by using
In the PIC approach a number of simulation particlesa volume-weighted linear interpolation schehhef6, 7]. Af-
called macroparticles, are used to solve (indirectly) the evder the potential and electric field is found on the grid, the
lution equations and model the charged particle dynamicsame scheme is used to interpolate the field at the particle
The motion of individual particles in the absence of radialocations. During the course of the simulation each step in-
volves the following: transport of a numerical distribution

*Work suppprted by the DOE Granq Challenge in Computational Acof partides through a half Step basedm, so|ving Pois-
cel_erator Physics, Advanceq Computing for 21st Century Accelerat(gon.S equation based on the particle positions and perform-
Science and Technology Project, and the Los Alamos Accelerator Code P .
Group using resources at the Advanced Computing Laboratory and tHed @ space-charge “kickM», and performing transport

National Energy Research Scientific Computing Center. through the remaining half of the step based\dn.
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3 APPLICATIONS are two-fold: first, to study beam halo formation and test
our physical understanding of the phenomena, and second,
8 evaluate our computational models and assess their pre-
ictive capability through a comparison of simulation and
xperiment. Fig. 3 gives a schematic plot of the layout of
Re experiment[i1]. It consists of 52 alternating-focusing
adrupole magnets with a focusing period4af96 cm.

e gradients of the first four quadrupole magnets can be
justed to create a mismatch that excites the breathing
ode or the quadrupole mode. The transverse beam profile

We have applied the above 3D parallel PIC approach to
early design of the SNS linac and to the proposed LED.
beam halo experiment. Our simulation of the SNS lina
starts at the beginning of the DTL. The code advances P
ticles through drift spces, quadipole fields and RF gaps.
The dynamics inside the gaps is computed using exterr%ﬁ
fields calculated from the electromagnetic code SUPE%—d
FISH [9]. A schematic plot of the SNS linac configuration
used in this study is shown in Figure}1 {10]. It consists ogj

) ill be measured using a beam-profile scanner. Fig. 4 and
three types of RF structures: a DTL, .CCDTIT’ and a cc ig. 5 present simulation results of the transverse beam size
There are a total of 425 RF segments in the linac. Figure

h th i . dth . r the breathing mode and the quadrupole mode, plotted
shows the rms transverse size.f, yrms) and the maxi- at the center of the drift spaces between qupdte mag-

mum transverse extent az, Ymaz) Of the bunched beam nets, as a function of distance. The plots include both the

in the linac with one set of errors. We see that the MAXms beam size and the maximum particle extent in the sim-

mum particle amplitude is well-below the aperture size Ofla’[ion. The physical parameters for the simulation were

the linac. This margin is needed to operate the linac safer¥100 mA. E=6.7 MeV. and =350 MHz. The simula-

Mon was performed using00 million macroparticles with

in rms beam size between the DTL and CCDTR@MeV 55, 155,556 (x-y-z) sige-charge grid.

is due to a change of focusing period fr&m\ to 125\ at

805 MHz. (7 sk ey PN R
nEg
Innaramn g me el e — i
i | I
MR oo oo o o i
qH wE W W WE W W
TEERTH!|
i Cin E 1 ey Mg
i e SearaETs
if TERETT (PR ) ';ll.irl.lnlulﬁlm-l-ﬂlh't

A-<EVIT Mpme LL D TL
1 dasll Imbrarils

Figure 3: LEDA halo experiment layout
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Figure 1: The SNS linac configuration
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Figure 2: Transverse beam size as a function of kinetic en- From Fig. 4, the two transverse components of the
ergy in the SNS linac breathing mode are in phase, while the quadrupole mode
in Fig. 5 has the two components out of phase. Evidently,
In the LEDA beam halo experiment, a mismatchedt will be possible in the experiment to clearly excite ei-
high-intensity proton beam will be propagated through ¢her of the two modes. Furthermore, the debunching of
periodic focusing transport system and measurements wilie beam will not significanly alter the structure of the os-
be made of the beam profile. The goals of the experimentllations. Fig. 6 shows thaccumulated one-dimensional
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Figure 5: Transverse beam size as a function of distan ;
for the quadrupole mode in the LEDA halo experiment
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Figure 7: Horizontal and vertical cumulative density pro-
files of a quadrupole mode mismatch in the LEDA halo
experiment.
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lations on serial computers are extremely valuable for rapid
design and predicting rms properties, large-scale simula-
tions are needed for high-resolution studies aimed at mak-
ing quantitative predictions of the beam halo.
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cally use 10,000 to 100,000 macroparticles and a 2D Poi[sl-O]Mw Ssts'al_?rt]:c';, 5 Ae’\?[nReyr;?tTﬁUFgg_nsggzt fgg'ge )

son solver. Even if the above large-scale calculations could L P i ' =

be performed on a PC, they would require on the order of[él]CT' Wantgl;a:h LEDA_Bear:l E:'Sgg%egginzzggs'cs and

month to complete. In conclusion, while small-scale simu- —~°"¢€Pt o1 e expenment, LA-LUR-LL- ’ '
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